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The devices and their background services are 
another worry, which can have software 
vulnerabilities that make them insecure in complex 
ways. In 2020, for instance, researchers discovered 
that the services to which Echo products connect 
were insecure, potentially allowing hackers to 
access personal information such as voice 
conversations. In 2017, researchers were able to 
directly hack an Amazon Echo to send audio to 
attackers. Amazon has a good record of fixing 
security problems when they are discovered but it is 
never possible to find every problem. 

By their nature, AI voice assistants involve 
the collection of large amounts data. How 
this is stored and the uses to which it is 
put has aroused growing concern. Experts 
also worry about who has access to voice 
recordings, which in 2019 the company 
admitted sometimes included employees 
of Amazon and its commercial partners. 
There is also the more general anxiety 
that internet voice assistants might 
record private conversations and not only 
commands or questions. 

Using Alexa as a speaker to play your 
favourite songs is one of the most 
popular uses for the device. However, 
without any parental controls in place, 
Alexa won’t filter the lyrics so it’s possible 
that children could hear something they 
shouldn’t. Similarly, Alexa isn’t always 
able to identify who or what age the 
person is who is issuing a voice 
command so if children ask a question 
which might not be age-appropriate, 
the chances are they’re likely to get an 
age-inappropriate answer. 

In a 2019 report published by the Centre for Data 
Ethics and Innovation, concerns were raised on 
the disruptive effect that voice assistants and 
smart speakers, such as Alexa, were having on 
the way that children interact with technology. 
From building sentiment and forming 
relationships which could encourage them to 
overshare personal details, to a fear of 
consuming content driven by commercial 
algorithms and an inability to assess reliability, 
how Alexa operates could considerably change 
children’s relationship with technology in both 
the short and long term. 


